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Multivariate Data Analysis



Data Analysis

• What is data analysis?

To extract relevant information contained in the data which can 

then be used to solve a given problem.

3



How do we extract information from data?

• Using some statistical technique

• Number of schemes exist for classifying  techniques

• Most of them are based on

– Measurement Scale

– Variables (types)
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What is Measurement?

Measurement is a process by which numbers or symbols are 

attached to given characteristics or properties of stimuli 

according to predetermined rules or procedures

Examples: any region can be described with respect to a 

number of characteristics: temperature, rainfall, agroclimatic

zone, humidity etc.

Characteristics of ocean: Ocean colour, temperature etc…
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Measurement Scale

Steven (1946) postulated four types of measurement 
scale:

• Nominal

• Ordinal

• Interval

• Ratio
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Variables

• A variable is a property or characteristics of a thing or 

people that varies in quality and quantity

• Variables can be classified as:

– Metric: measured using interval and ratio scale

– Non-metric: measured using ordinal and nominal scale
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Classification of Data Analytic methods

• Dependence Methods

– One (or more) variables are dependent variables, to be explained or 

predicted by others (independent variables)
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• Interdependence methods
- No variables thought of as “dependent”



Dependence Methods

• Classification of dependence methods based on:

– Number of variables (one or more) for independent and 

dependent variables

– Measurement scale (metric/non-metric) for independent 

and dependent variables
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Dependence Methods
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Independent

Variable(s)

Dependent variables

One More than one

Metric Non metric Metric Nonmetric

One Metric Regression Discriminant 

Analysis, 

logistic 

regression

Canonical 

Correlation

Multiple group 

discriminant 

analysis

Non Metric T-test Discrete 

discriminant

analysis

MANOVA Discrete MDA

More than one Metric Multiple 

regression

Discriminant 

Analysis;

Logistic

regression

Canonical 

Correlation

MDA

Non metric ANOVA Discrete 

Discriminant 

analysis

Conjoint 

Analysis

MANOVA Discrete MDA



Interdependence Methods
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Type of Data

Number of variables Metric Non metric

Two Simple Correlation Two-way contingency 

table

Loglinear models

More than two Principal Components

Factor Analysis,

Cluster Analysis

Multiway Contigency

tables

Loglinear models

Correspondence 

Analysis



Fundamentals on Data for PCA

• Mean and mean-centered data

• Degree of Freedom

• Variance, Sum of squares, and cross products

• Standardization



Mean and Mean centering

• Mean: measure of central tendency 

• Another way to represent data is by centering with 

respect to mean



Degree of Freedom

• Number of independent pieces of information contained in a 

dataset that are used for computing a given summary measure.

• Degree of freedom for mean centered data is n-1 where n is the 

number of observations



Variance

• Variance: amount of dispersion in the dataset

• Variance is average of square of difference from the 

mean

s2 =

(xi - x)
i=1

N

å

n-1
= SS / df

• Where s2 stands for the sample variance

• is the sample mean

• n is the total number of values in the sample

• is the value of the i-th observation.

• represents a summation
ix

x



SS = Sum of Squares
= Sum of squared deviation from 
mean
df = Degree of freedom



Measures of Association

• Scatter diagram plot provides a graphical description of 

positive/negative, linear/non-linear relationship

• Some numerical description of the positive/negative, 

linear/non-linear relationship are obtained by:

– Covariance

– Coefficient of correlation



Covariance

• A measure of covariation between variables

• Variance is average of square of difference from the mean

s2 =

(xi - x)2
i=1

N

å

n-1
= SS / df

• Where s2 stands for the sample variance

• is the sample mean

• n is the total number of values in the sample

• is the value of the i-th observation.

• represents a summation
ix

x



SS = Sum of Squares
df = Degree of freedom



• A sample of monthly rainfall data and ENSO index  are 

collected and shown below: 

• How is the relationship between Rainfall and MEI index? Is the 

relationship linear/non-linear, positive/negative, etc.

Measures of Association: Example



Covariance

• Measure of the covariation between variables

• Mean of products of deviations from the variable mean:

• Where cov(X,Y) is the covariance

• are the means of X and Y respectively

• n is the total number of values in the population

• are the values of the i-th observations of X and Y

respectively.

• represents a summation

• SCP Sum of cross product

• df Degree of freedom

cov(X,Y ) =

xi - x( ) yi - y( )
i=1

n-1

å

n-1
= SCP / df

ii yx ,



y,x



Sum of Squared and cross product matrix(SSCP)

Variable 1 Variable 2

Variable 1 SS1 SCP12

Variable 2 SCP21 SS2

2 variables: 2 variance, 1 covariance
p variables: p variance, p(p-1)/2 covariance

SS and SCP are summarized in a matrix called sum of squared and cross products matrix SSCP

SSCP matrix



Sum of Squared and cross product matrix(SSCP)

Variable 1 Variable 2

Variable 1 SS1 SCP12

Variable 2 SCP21 SS2

2 variables: 2 variance, 1 covariance
p variables: p variance, p(p-1)/2 covariance

SS and SCP are summarized in a matrix called sum of squared and cross products matrix SSCP

SSCP matrix



Variance Covariance Matrix (S)

S = SSCP / df

Variable 1 Variable 2

Variable 1 (SS1)/df (SCP12) /df

Variable 2 (SCP21) /df (SS2)/df



Covariance

• If two variables increase/decrease together large positive 

covariance Positive Relationship

• If with increase in one variable, the other decreases and 

vice versa  Large negative covariance  Negative

relationship 

• If two variables are unrelated, the covariance may be a 

small number.

• How large is large? How small is small? 



Covariance

• How large is large? 

• How small is small? 

• A drawback of covariance is that it is usually difficult to 

provide any guideline how large covariance shows a strong 

relationship and how small covariance shows no 

relationship.

• Coefficient of correlation can overcome this drawback to a 

certain extent.



Coefficient of Correlation

• The coefficient of correlation is the covariance divided by 

the standard deviations of X and Y:

• Where r is the sample coefficient of correlation

• cov(X,Y) is the covariance

• sx, sy are the means of X and Y respectively    

yx

)Y,X(COV


 



Standardization

yx

)Y,X(COV


 

Division by Standard Deviation

Standardized data are obtained by dividing mean corrected data by respective

Standard deviation

Covariance of two standardized variables is called correlation coefficient or Pearson

Product moment correlation.



Principal Component Analysis (PCA)

• What is PCA?

• When do we use PCA?

• What is the geometric interpretation of PCA?

• What is the mathematical structure of PCA?

• How do we interpret the results from PCA?
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Data Reduction

Summarization of data with many (p) variables by a smaller set of 
(k) derived variables.

n

p

A n

k

X
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PCA

 Invented by Pearson (1901) and Hotelling (1933)

 Summarizes a data matrix of n objects by p variables, which 

may be correlated through uncorrelated axes (principal 

components) that are linear combinations of the original p 

variables

 The maximum number of new variables (uncorrelated) that 

can be formed is equal to number of original variables
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When can we use PCA?

• For dimension reduction without much loss of information: To 

remove redundancy

• To extract important features/dominant patterns from large 

dataset

• To identify similarity and dissimilarity among variables
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PCA on SST Anomaly (1910-2015)

31Source: Chen and Tung 2018,  Global-mean surface temperature variability: space–time perspective from 
rotated EOFs
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PCA on time series of monthly anomaly of lower tropospheric temperature (1982-2007)

North Atlantic Oscillation
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PCA on time series of monthly anomaly of lower tropospheric temperature (1982-2007)

Atmospheric Bridge



Modes of Analysis in PCA

In PCA /Factor Analysis literature,  there are  different modes of analysis for 

analyzing multi-dimensional data which depends on how the data is organized 

called orientation.

38(Source: Berry (1964))
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Geometric Interpretation of PCA

 Objects are represented as a cloud of n points in a 

multidimensional space with an axis for each of the p variables

 The centroid of the points is defined by the mean of each variable

 The variance of each variable is the average squared deviation of 

its n values around the mean of that variable.

Vi=
1

n-1
Xim -Xi( )

2

m=1

n

å
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• degree to which the variables are linearly correlated is represented 

by their covariances.

Sij =
1

n-1
Xim - Xi( ) X jm - X j( )

m=1

n

å

Sum over all 

n observations

Value of 

variable j

For observation m

Mean of

variable j
Value of 

variable I

for observation m

Mean of

variable i

Covariance of

variables i and j

Geometric Interpretation of PCA
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Geometric Interpretation of PCA

• Objective of PCA is to rotate the axes of this p-dimensional space 

to new positions (principal axes) that have the following 

properties:

– ordered such that principal axis 1 has the highest variance, 

axis 2 has the next highest variance, .... , and axis p has the 

lowest variance

– covariance among each pair of the principal axes is zero (the 

principal axes are uncorrelated).

Identifying alternative axes which can explain maximum variance in data and forming new 

variables with respect to new set of axes
41



Example of PCA

Observation X1 X2 Mean_corX1 Mean_corX2

1 16 8 8 5

2 12 10 4 7

3 13 6 5 3

4 11 2 3 -1

5 10 8 2 5

6 9 -1 1 -4

7 8 4 0 1

8 7 6 -1 3

9 5 -3 -3 -6

10 3 -1 -5 -4

11 2 -3 -6 -6

12 0 0 -8 -3

Mean 8 3 0 0

Variance 23.09 21.09 23.09 21.09

Total Variance: 44.182
Variance of X1 is 23.09
Variance of X2 is 21.09 42
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Example of PCA

-8

-6

-4

-2

0

2

4

6

8

-10 -8 -6 -4 -2 0 2 4 6 8 10

X1

X2
X1*

θ

Total Variance: 44.182
Variance of X1 is 23.09
Variance of X2 is 21.09

How do we maximize it?

Any observation on transformed axis
x1* = cos Θ x x1 + sin Θ x x2
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Rotation of Axis X1

Angle between X1 and 

X1*(theta)

Variance of 

X1*

% of variance 

explained

0 23.091 52.26336517

10 28.659 64.86578245

20 33.434 75.67335114

30 36.841 83.38463628

40 38.469 87.06939478

43.261 38.576 87.31157485

50 38.122 86.28400706

60 35.841 81.12127111

70 31.902 72.2058757

80 26.779 60.61065592

90 21.091 47.73663483
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Example of PCA

-8
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-10 -8 -6 -4 -2 0 2 4 6 8 10

X1

X2
X1*

θ

Any observation on transformed axis
x1* = cos Θ x x1 + sin Θ x x2

θ

X2*

Any observation on transformed axis
x2* = -sin Θ x x1 + cosΘ x x2

Original Rotated Axes

Variance X1 23.091 38.576

Variance X2 21.09 5.61

Total Variance: 44.182
Total variance did not change: Information content remains 
same
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Example of PCA
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X1

X2
X1*

θ

Any observation on transformed axis
x1* = cos Θ x x1 + sin Θ x x2

θ

X2*

Any observation on transformed axis
x2* = -sin Θ x x1 + cosΘ x x2

New axes
X1* and X2* are called
Principal Components

Values x1* and x2* are 
called principal 
component scores
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PCA-Dimension reduction

• In the example: For reducing dimension, lets just use only first 

transformed axes X1*

• Total variance explained = 38.576 (87.3%)

• We lose variance = 5.76  (12.68%)

• Representing data in lower dimensional space compared to 

original dimension is called dimensional reduction
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Geometrically

• Objective of PCA is to identify p new sets of orthogonal axes 
for p variables such that:

1. Each new variable is linear combination of original 
variables

2. The first new variable explains maximum variance in the 
data

3. Second new variable accounts for the maximum variance 
that is not explained by the first variable

4. Third new variable: max variance not explained by first 
two variable and so on….

5. The pth new variable accounts for the variance that has 
not been explained by the p-1 variables
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PCA

 Principal Components

 Principal component score

 Loadings: Correlation between Principal component (new 

variable e.g., X1* and X2*) and original variable  (X1, X2)

 Loading provides information on how influential was an 

original variable in forming new variable

 Higher loading, more influential the variable is in forming the 

new variable
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Analytical Approach

• If there are p variables, the interest is to form p 
linear combinations: 

y1 = w11x1 + w12x2 + ………+ w1pxp

y2 = w21x1 + w22x2 + ………+ w2pxp

:

:

yp = wp1x1 + wp2x2 + …………wppxp

where y1, y2 …..yp are the p principal components 
and wij is the weight of the jth variable for the ith
principal component. 
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Analytical approach

• Weights wij are estimated such that:
1. The first principal component y1 accounts for maximum variance in 

the data, the second component accounts for maximum variance in 
data not explained by first component and so on…

2. w11
2+w12

2+….wip
2 = 1  i=1…….p

3. wi1wj1 + wi2wj2+….. wipwjp = 0  for i ≠j

• #2 is necessary is used to fix the scale of new variables 
as it is possible to increase the variance of a linear 
combination by change the scale of weights

• # 3 is to ensure new axes are orthogonal to each other
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The Algebra of PCA

• First step is to calculate variance-covariance matrix S (correlation 

R) using all the p variables

• Such matrix will be square and symmetric

• Diagonals are the variances and off-diagonals are the covariances

• In Matrix term:

S= X’X

Where ‘ represents transpose

X is the nxp data matrix with each variable (mean centered or 

standardized)
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The Algebra of PCA

• The sum of diagonals of the covariance matrix is called the trace

• Trace represents the total variance in the data

• It is the mean squared Euclidean distance between each 

observation and the centroid in p-dimensional space

• Finding the principal axes (principal components) involve 

eigenanalysis of the S or R matrix.

• The eigenvalues of S or R matrix are solutions to characteristics 

equation

|S – λI| = 0

(S – λI)U = 0

Where λ is eigen value, U is eigen vector

54



The Algebra of PCA

• The eigen values λ1, λ2…. λp are the variances of the coordinates 

in each principal component axis

• The sum of all p eigen values equal to trace of S (the sum of the 

variances of all of the original variables)

• Each eigen vector consists of p values which represent the 

“contribution” of each variable to the principal component axis

• Eigen vectors are uncorrelated (orthogonal)

• Principal Scores can be written as 

yki = u1kx1i + u2kx2i + ………..+upkxpi

Where y is the n x k matrix of Principal component (PC) scores 

X is the n x p centered data matrix U is the p x k matrix of eigen

vector
55



The Algebra of PCA

• The variance of the scores on each PC axis is equal to the 

corresponding eigen value for that axis

• The eigen value for an axis k represents the amount of variance 

explained by the kth axis

• The variance-covariance matrix of S for PCs will have all off-

diagonal elements 0 and diagonal elements (variance) are the 

eigen values λ extracted using equation |S – λI| = 0
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Covariance vs Correlation matrix

• Covariance is used only if all the variables are in the same unit

• Drawback of using covariance is that principal components 

will be dominated with variables with high variances

• This issue can be overcome by standardizing each variables to 

unit variance and zero

• Covariance matrix calculation using standardized variables 

give correlation matrix
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How do we perform PCA?

• In R there are two commands

1. prcomp (SVD approach for R/S matrix decomposition)

2. Princomp (eigen vector based R/S matrix decompositon)
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Interpreting PCA outputs
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Observation X1 X2 Mean_corX1 Mean_corX2

1 16 8 8 5

2 12 10 4 7

3 13 6 5 3

4 11 2 3 -1

5 10 8 2 5

6 9 -1 1 -4

7 8 4 0 1

8 7 6 -1 3

9 5 -3 -3 -6

10 3 -1 -5 -4

11 2 -3 -6 -6

12 0 0 -8 -3

Mean 8 3 0 0

Variance 23.09 21.09 23.09 21.09

Input Data



Results
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1. Simple Statistics: Mean and Standard Deviation for original variables

2. Variance Covariance Matrix

3a. Eigenvalues

3b. Eigen vectors

4. Table of original variables and PCs with simple statistics

5. Loadings

6. Principal Components
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PCA on time series of monthly anomaly of lower tropospheric temperature (1982-2007)

Atmospheric Bridge




